Nonlinear oscillators for vibration energy harvesting
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Vibration to electricity energy conversion strategies are discussed by using nonlinear stochastic dynamics. General principles for the exploitation of nonlinear oscillators in energy harvesting that provide useful leads for the realization of micropower generators of practical interest are presented. © 2009 American Institute of Physics. [DOI: 10.1063/1.3120279]

The search for solutions in powering small portable electronic devices has been, in recent years, the subject of a relevant scientific and technological effort worldwide.\textsuperscript{1,2} The powering of remotely distributed wireless microsensors is a very challenging task due to the fact that the traditional approach based on batteries revealed impracticable for a number of reasons, chief among them is the impossibility to replace them once they have exhausted their charge. On the other hand, especially in the case of mobile devices, it is highly desirable to have power sources colocated with the microdevices. The current solution is to harvest the ambient energy where and when necessary, whether this be electromagnetic (light), thermal, or mechanical in nature. Due to the almost ubiquitous presence of ambient kinetic energy, mostly in the form of random vibrations, a significant attention has been devoted to the conversion of mechanical energy into electric power exploiting piezoelectricity,\textsuperscript{3} electromagnetic induction or capacitance variations.\textsuperscript{4,5} In all these cases, the traditional approach is based on the resonant tuning of the mechanical oscillator. However, difficulties arise both because the tuning of the oscillators is constrained by geometrical factors and because the energy spectra of the available vibration are commonly spread in a wide frequency range, with the prevalence of low frequency components.

In a recent paper,\textsuperscript{6} it has been proposed to overcome such limitations by considering non-linear oscillators instead of linear, i.e., resonant, ones. Specifically, it has been shown that a bistable oscillator (a biased inverted pendulum) can outperform a linear oscillator (simple inverted pendulum) in the presence of a wide spectrum vibration if some bias parameter is optimized.

In this letter we show that the results presented in Ref.\textsuperscript{6} represent a special case of a more general behavior and that the increased performances of nonlinear oscillators can be found, also in monostable/multistable nonlinear dynamics achievable in a number of different systems and geometries. For the sake of concreteness we will focus on the functioning of a piezoelectric energy harvesting device,\textsuperscript{3} though most of the considerations presented here are applicable also to other energy conversion mechanisms based on dynamical oscillators. Strain in a piezoelectric material causes charge separation and produces an electric field and consequently a voltage drop $V$ proportional to the stress applied. The piezoelectric oscillator is usually realized with a cantilever beam structure with a mass at one end of the lever and is acted on by the vibration applied to the other end. The voltage produced varies with the strain that is a function of the applied vibrations.

Let us consider a generic piezoelectric oscillator, whose dynamics can be represented by the following system of coupled equations:\textsuperscript{6,7}

$$\dot{x} = -\frac{dU(x)}{dx} - \gamma \dot{x} - K_c V + \sigma \xi(t),$$

(1)

$$\dot{V} = K_p \dot{x} - \frac{1}{\tau_p} V,$$

(2)

where $x$ represents the relevant observable of the oscillator dynamics and $V$ is the value of the voltage drop. $U(x)$ is the potential energy function, $\gamma$ is the viscous friction coefficient, and $K_c$ is the coupling coefficient that relates the oscillation to the voltage. The effect of the vibration is mimicked by the random force $\sigma \xi(t)$ (a stochastic process with Gaussian distribution, zero mean, and unitary standard deviation, and exponential autocorrelation function with correlation time $\tau$). $K_p$ is the coupling constant of the piezoelectric sample. The time constant of the piezoelectric dynamics $\tau_p$ is related to the coupling capacitance $C$ and to the resistive load $R$ by $\tau_p = RC$. We start our analysis by considering a quartic bistable potential:\textsuperscript{6}

$$U(x) = -\frac{1}{2} \alpha x^2 + \frac{1}{2} \beta x^4.$$  \hspace{1cm} (3)

The potential function $U(x)$ is symmetric and bistable when $a > 0$ and monostable for $a = 0$. In the bistable case, the two minima at $\pm x_m = \pm \sqrt{a/b}$ are separated by a barrier whose maximum is at $x = 0$ and whose height is $\Delta U = U(0) - U(x_m) = a^2/4b$. We are interested in computing $V(t)$, the voltage drop across the load resistance $R$ by the moment that the power attainable\textsuperscript{8} at the system output is $V^2/R$. In Fig. 1 we present a 3D plot of the averaged root-mean-square voltage $V_{\text{rms}} = \sqrt{\langle V^2 \rangle - \langle V \rangle^2}$ as a function of the two parameters $a$ and $b$ obtained via a digital solution of the stochastic differential equations in (1) and (2). For a fixed value of $b$, the $V_{\text{rms}}$ shows a pronounced maximum as a function of $a$, located in the $a > 0$ region, i.e. in the strongly nonlinear (bistable) region.\textsuperscript{6} Quite remarkably, if we fix $a$, the $V_{\text{rms}}$ shows a maximum, as a function of $b$ also, only if $a > 0$. Two conditions have to be met in order to have a maximum in the $V_{\text{rms}}$: (i) the $x_m$ has to be as large as possible, and; (ii) the $x_{\text{rms}}$ amplitude has to be transduced into $V_{\text{rms}}$ with minor losses and this can happen if $V(t)$ can follow closely the
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evolution of $x(t)$. Clearly, the condition (ii) is constrained by the form of Eq. (2) that acts as a high-pass filter for $x(t)$, with cut-on frequency determined by $\omega_p = 1/\tau_p$.

In Fig. 2 we show $K_{x,\text{rms}}$ and $V_{\text{rms}}$ as a function of $a$ for a fixed value of $b$ and for different values of $\omega_p$. As it is well evident on decreasing $\omega_p$, the two curves for $K_{x,\text{rms}}$ and $V_{\text{rms}}$ became closer and closer. In the limit $\omega_p \rightarrow 0^+$, i.e., $\tau_p \rightarrow \infty$, $V_{\text{rms}} = K_{x,\text{rms}}$ as predicted by Eq. (2). Due to the high-pass filter effect of Eq. (2), in order to have most of the motion $x(t)$ transduced into the voltage $V(t)$ it is important that most of the energy in $x(t)$ is located at frequencies larger than $\omega_p$. By the moment that the voltage $V(t)$ and thus the power, peaks for $a > 0$ we focus our attention on the bistable region.

The dynamic of $x(t)$ in this region is characterized by a complex motion composed mainly by oscillations around each of the two minima $\pm x_m$ (intrawell dynamics) plus random crossings over the potential barrier (interwell dynamics).\(^{6}\) The intrawell dynamics consists of localized oscillations characterized by frequencies close to $U''(x_m) = 2a$ and relatively small amplitudes. On the other hand, the interwell dynamics is characterized by a relatively large amplitude (of the order of $2x_m$) and consists of random crossings whose average rate, the so-called Kramers rate,\(^{10,11}\) can be expressed as a function of both the noise intensity and the barrier height $\Delta U$ and is proportional to $\exp(-\Delta U/D)$. Here $D = \sigma^2 \tau$ represents the noise intensity. For a wide range of parameter values, the crossings dynamics is the slowest dynamics in the system. In order to obtain a large $V$ it is required that, given a certain noise intensity, the $\Delta U$ has to satisfy the condition $k \exp(-\Delta U/D) \approx \omega_p$, where $k$ is a constant of the order of unity, i.e.,

$$b \geq \frac{a^2}{4D \log \tau_p}. \quad (4)$$

On the other hand, from the (i) condition we can easily see that a maximum in $x_{\text{rms}}$ requires that $x_m$ is as large as possible. Putting together these two conditions we obtain

$$b_M = \frac{a^2}{4D \log \tau_p}. \quad (5)$$

In Fig. 3 we show two superimposed pseudocolor plots of $V_{\text{rms}}$ for two different values of the noise intensity $D$. As it is apparent the position of the maxima in the $a^2 - b$ plane develops along an approximately straight line, in agreement with Eq. (5). Moreover, we notice that the amplitude of the $V_{\text{rms}}$ maxima decreases when $a$ increases. This can be easily accounted for by noticing that such a maximum is clearly proportional to the maximum of $x_m = \sqrt{a/b_M}$ and thus, using Eq. (5), it decreases as $\sqrt{1/a}.\(^{12}\)

Based on the simple leads from the Duffing case, it is immediate now to inquire if the bistability condition that we have considered is a necessary condition or not. In order to keep things simple we focused on the following form, $U(x) = ax^2 + 2$, with $a > 0$ and $n = 1, 2, \ldots$. For $n = 1$ we have the linear potential with resonant dynamics, usually employed in standard harvesting strategies, while for $n > 1$ we are in the nonlinear, monostable case.

In Fig. 4 we show the $x_{\text{rms}}$ as a function of $a$ and $n$. For the sake of simplicity we considered the case where $\tau_p$ is large enough so that $V_{\text{rms}} \approx K_{x,\text{rms}}$ and the main result can be applied to $V_{\text{rms}}$ as well.

---

**FIG. 1.** (Color online) 3D plot of $V_{\text{rms}}$ vs $a$ and $b$ for the Duffing potential case. Here $\gamma = 0.5$, $\sigma = 0.6$, $\tau = 10$, $K_c = 0.5$, and $K_s = 0.5$.

**FIG. 2.** $V_{\text{rms}}$ (symbols) and $K_{x,\text{rms}}$ (lines) vs $a$ for the Duffing potential case. Here $b = 0.3$ and $\sigma = 0.3$. The other parameters value are as in Fig. 1.

**FIG. 3.** (Color online) $V_{\text{rms}}$ vs $a^2$ and $b$. Two different plots for the Duffing potential case are superimposed on the same graph. The plot on the leftmost side of the figure (color grade scale left) refers to the case of $D = 0.09 \times 10$, while the plot on the right (color grade scale right) refers to the case of $D = 0.36 \times 10$. The other parameters value are as in Fig. 1.
that can be approximated to unity. This suggests the value for the $a_{th}$ is $D/4e\sigma^2\tau/4$ in fairly good agreement with the results presented in Fig. 4. In a real world application, in a device designed for energy harvesting, the value of the noise intensity $D$ is set by the ambient. The value of the parameter $a$ is usually set by the dynamical constraints or by the material properties (stiffness, inertia, etc.), while the value of $n$ can sometimes be selected by a proper design of the geometry of the device, thus potentially improving the device performances.

In conclusion we have demonstrated that the nonlinear dynamical properties of a noise activated energy harvesting device can play a favorable role in enhancing the performances in terms of power produced (proportional to $F_{rms}^2$). Moreover we have shown that such an advantage is not a peculiar property of bistable systems but can be extended to nonlinear monostable systems as well, provided that some care is taken in selecting the proper nonlinear dynamical properties.
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